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MOTIVATION
- Vehicle re-id is achievable with License 
Plate Detection using Optical Character 
Recognition (OCR). However:

+ OCR requires high-resolution 
images.
+ License plate may be occluded or 
not presented in a particular view.

- Re-id datasets are relatively limited in 
general. The reason is that 
surveillance data is private. → Need to 
utilize the existing datasets.

➡ Domain- invariant Visual-based Vehicle re-id

INTRODUCTION

Vehicle Re-identification (re-
id) aims to retrieve matching 
vehicles across different 
cameras. Unlike person re-
id where a person can be 
easily recognized by pose

or face, vehicles are hard to be distinguished because 
they share similar attributes to each other. In our 
research project, we leverage the superior performance 
of deep neural networks (DNN) on high-level computer 
vision tasks to extract discriminative features of each 
vehicle. To further enhance the performance of DNNs, 
we develop a robust domain-invariant pipeline for multi-
domain learning

CHALLENGES

Two main challenges:
  - Intra-class variability: a vehicle may look different 
under various viewpoints due to environments.
 - Inter-class similarity: two vehicles may look similar if 
they belong to the same production line.

Example of inter-class similarity

Example of intra-class variability

METHODOLOGY
- Loss Function:

+ Triplet Loss: addresses intra-class variability
+ Softmax Loss: addresses inter-class similarity

- 2.5-stage Progressive Learning:

+ Domain Adaptation using CycleGAN (1 stage).
+ Filtering Policy (0.5 stage)
+ Domain-invariant Training with IBN-Net. (1 
stage)

METRIC LEARNING

- Triplet Loss: 
minimizing the 
distance between 
anchor and its 
positive images while  
maximizing the 
distance between 
anchor and its 
negative images.

- Softmax Loss 
(Cross Entropy 
Loss): constructing 
hyperplanes to 
seperate classes 
(red and blue).

W1

W2

Decision Boundary

→ Combination of Softmax Loss and Triplet Loss: 
better discriminative capability due to larger margins 
between classes. 
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TECHNOLOGY

CYCLEGAN
Target: Learn mapping function from one domain to another using Cycle-
Consistent Adversarial Networks to convert images.

VehicleID VeRi-776 VehicleX VeRi-776

Note: VehicleID and VeRi-776 are real datasets, VehicleX is synthetic 
dataset constructed by softwares. Green border denotes original 
images, while red border denotes images generated by CycleGAN.

FILTERING POLICY
- Target: CycleGAN may generate images that are unsuccesfully 
adapted. These images harm the learning progress. Filtering Policy is a 
novel filtering technique to filter out those images.

Illustration of dataset merging policies; (a) merging without any domain adaptation; 
(b) merging with domain adaptation, where triangles are succesfully adapted (close 
to blue) while stars are not (far from blue); (c) Rigid Filtering Policy where only easy 
samples are included; (d) Lax Filtering Policy where easy samples as well as hard 
samples having same identities with the easy ones are included.
- Filtering Policy leads to a quicker loss convergence but still keeps same or 
even better performance. Below figures are evaluated with ResNet50.

IBN-NET
- Target: eliminate apperance variance while maintaining 
discriminative features of images.

IN Layer

DECODER

ENCODER

- Effect of Instance Norm (IN) 
Layer (image on the right): 
filtering out style and learning 
only contents of an image.

- However, IN Layer is found to 
have inferior performance on 
high-level vision tasks such as 
classification and re-id. 
Meanwhile, Batch Normalization 
(BN) Layer is leveraged in 
popular DNN architectures.

➡ Instance-Batch Normalization Block Architecture

RESULT & CONCLUSION
- Our proposed approach outperforms other state-of-
the-art methods evaluated on VeRi-776 benchmark.

- In conclusion, we proposed a domain-invariant vehicle 
re-id pipeline that relies on state-of-the-art techniques in 
domain learning. We also prove that blind merging and 
domain adaptation alone are not sufficient to maximize 
the generalization capability of the model.
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